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ABSTRACT 

Technological advances in information collection and 
analysis have created a conflict between individual 
privacy rights and society’s interest in free information 
flow.  The increased availability of information offers 
great benefits to scientific research, business intelligence, 
and national security.  However, individuals are losing 
control of their personal information, as their medical, 
financial, and consumer records are often disseminated 
without their knowledge or consent.  Current data 
protection laws do not strike the proper balance between 
these compelling interests, while existing information 
systems are not designed to provide adequate privacy 
safeguards.  Thus, technologists and legislators must work 
together to create an effective modern privacy regime.  In 
this paper, we demonstrate how technologists can design 
systems to protect individual privacy throughout the data 
lifecycle.  We also describe how technology-aware 
legislators can structure laws to limit privacy abuses 
without obstructing beneficial uses of information. 
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1. Introduction 
The availability of information has increased dramatically 
in recent years.  Innovations in collection, aggregation, 
and storage technologies allow private companies and 
government entities to gather and maintain vast amounts 
of personal information.  Enhanced analytical capabilities 
enable data collectors to derive significant commercial 
and scientific value from this information.  Although 
these advances have brought great benefits, they have also 
introduced serious privacy threats.   Many organizations 
maintain massive databases of personal information, often 
without the knowledge or consent of the data subjects.  
This information can be transferred and disseminated 
easily via modern communication technologies.  As a 
consequence, privacy breaches are increasing [1] and 
identity theft is growing at an alarming rate [2].   

Governments around the world have responded to these 
privacy threats by enacting various data protection laws.  

The European Union [3], Canada [4], Japan [5], and 
Australia [6] have adopted cross-industry laws that limit 
collection, processing, and disclosure of personal data.  
The United States has enacted laws that restrict personal 
information disclosure in select industries such as health 
care [7] and financial services [8].  However, current laws 
are not sufficient on their own to safeguard privacy in the 
current technological environment.  Some data protection 
laws are not broad enough in their application [9] or are 
not effective in practice [10], while others have failed to 
keep pace with technology [11].  Conversely, overly-
restrictive privacy regulation may unnecessarily obstruct 
valuable scientific research [12], commercial activity 
[13], or free speech rights [14].   

The technical community has also not sufficiently 
responded to emerging privacy concerns.  Commercial 
vendors have concentrated development efforts more on 
securing information from external threat than restricting 
the use and disclosure of properly obtained information.  
Researchers have not considered privacy in the design of 
many new technologies.  Most privacy controls that are 
available operate at a coarse level of granularity and do 
not accommodate complex disclosure policies.  Moreover, 
such controls are typically offered as separate components 
rather than standard features of information systems.   

We suggest that law and technology should function 
together to maintain an optimal balance between 
individual privacy rights and free information flow.  In 
the following sections, we describe how information 
systems can be architected, and legal regulations can be 
narrowly tailored, to protect individual privacy rights 
without unduly restricting legitimate uses of information.     

Paper Organization  The remainder of this paper is 
organized as follows.  Section 2 discusses methods of 
privacy-preserving data collection.  Section 3 proposes 
using fine-grained access controls and auditing to govern 
access and disclosure of personal information.  Section 4 
emphasizes the importance of mitigating privacy risks in 
the aggregation and sharing of personal information.  
Section 5 discusses techniques of de-identifying 
information prior to publication to preserve individual 
privacy.  Section 6 suggests establishing policies and 
security requirements for storage of personal information.  
Section 7 offers our concluding thoughts. 



2. Collection 
The first step in the data lifecycle is to collect personal 
information in a manner that respects individual privacy.  
Businesses use customer loyalty cards, surveys, product 
registrations, web search tracking, and many other 
methods to collect large volumes of personal information 
about consumer preferences for analytic purposes.  They 
compile large databases of this personal information that 
can be traded and mined for useful commercial insights.  
In the U.S., the ability to maintain such personal 
information in private databases is largely unregulated.  
Nonetheless, disclosing this information may expose 
customers to embarrassment, surveillance, and other 
invasions of privacy.  Fortunately, businesses can employ 
various technical solutions to garner the same benefits 
from data mining without inserting any personally 
identifiable information into their databases.   

One solution is to randomize sensitive information at the 
point of collection, such that it can be used for aggregate 
mining purposes, but not identified back to the individual.  
Privacy-preserving data mining techniques [15] enable 
analysts to reconstruct the original distribution of the data 
without revealing personally identifiable values.  
Algorithms for building classification models and 
discovering association rules on top of the privacy-
preserved data can then be applied with only a small loss 
of accuracy.  Privacy breaches can be further limited 
using methods proposed in [16].   

Another solution, proposed in [17], allows data subjects to 
retain control over their personal information at all times, 
choosing the degree to which this information will be 
exposed.  To accomplish this, companies could use 
automated privacy agents to replace customer identifiers 
such as telephone number or social security number with 
unique, local identifiers.  Customers would then rely on 
these agents to conduct all interactions with the company.  
This method preserves the customer’s privacy, but allows 
the company to conduct data mining operations over its 
local database by associating each customer’s interactions 
with a local identifier. 

These technologies demonstrate that, for many types of 
data, businesses can employ privacy-preserving collection 
techniques without sacrificing the commercial value of 
the data.  Therefore, rather than categorically prohibiting 
the processing of personal data, lawmakers can allow 
companies to process aggregate data sets as long as there 
is not a reasonable probability that the data can be 
attributed to unique individuals.  

3. Access and Disclosure 
When enterprises collect information that is personally 
identifiable, such as medical or financial records, they 
must ensure that the information is accessed and disclosed 
in strict accordance with privacy policies and individual 
preferences.  Most data protection laws require companies 
to notify individuals of their privacy policies prior to 

collecting any personal data.  These polices specify who 
is entitled to access the data, the purposes for which the 
data may be used, and any third parties to whom the data 
may be disclosed.  Some laws allow individuals to opt-out 
of disclosing certain personal information to non-
affiliated third parties [8], while others require companies 
to obtain opt-in consent prior to such disclosures [3] [7] 
[18].  Many laws also obligate companies to account for 
past disclosures of information upon request of an 
administrative agency or individual data subject [7] [19] 
[20].  In an electronic records infrastructure, it is 
impractical to manage these access, disclosure, and 
auditing obligations without the assistance of technology.   

Information systems should therefore enable companies to 
control access to personal data in accordance with fine-
grained policies and individual preferences.  Most current 
systems instead implement coarse controls that account 
only for the user’s access privileges, and restrict access to 
particular tables or records, rather than individual data 
items.  Also, these access controls usually operate at the 
application level, burdening system performance and 
requiring each application to be separately recoded to 
incorporate any policy changes.   

Hippocratic databases [21] avoid these typical problems 
by enforcing fine-grained disclosure policies at the level 
of the data, without requiring changes to applications.  
These policies account for the privileges of the user, 
purpose of access, intended recipient, and individual opt-
in and opt-out choices.  The active enforcement engine 
intercepts and rewrites application queries according to 
installed disclosure policies and choices, returning only 
compliant information [22].  Hippocratic databases also 
provide efficiency and flexibility benefits that are 
unavailable in application-level solutions.  Further, they 
can be designed to allow seamless policy changes and to 
apply multiple policies to the same query.   

This fine-grained policy enforcement capability allows 
regulators to be less restrictive in their protection of 
personal data without compromising privacy.  Rather than 
restricting access to an entire category of records or the 
complete record of a particular individual, laws can 
restrict access to narrow categories of information within 
each particular record.  Hippocratic databases can also 
facilitate providing consumers with access to their 
database records, as required by many laws [7] [23] [24].  
Regulators should be aware of these technological 
capabilities in creating a data protection regime. 

3.1 Auditing Data Access and Modification 

Enterprises should also be able to audit the access and 
modification history of all personal information stored in 
their databases.  Some laws entitle individuals to request 
an accounting of past disclosures of their personal 
information [7] or verification that the enterprise has 
complied with it policies [3].  An accurate and efficient 
auditing capability is necessary to comply with these 
requirements in an electronic records environment.  



Auditing also helps to investigate past database access to 
uncover any abusive practices, assess the effectiveness of 
access controls, and deter improper disclosures.   

Most conventional auditing systems store the results of 
every database query, including read queries, which do 
not modify any data.  This causes impractically high 
storage overhead and poor performance, requiring audit 
logs to be purged on a regular basis.  Audit systems 
should instead be designed in a way that they are practical 
to operate and can trace access histories for a number of 
years.  The U.S. President’s Information Technology 
Advisory Committee has identified efficient data access 
tracking (i.e., auditing) as an essential component of an 
electronic health records infrastructure [25]. 

The auditing system described in [26] addresses these 
shortcomings by constructing an audit application largely 
over existing database infrastructure.  It stores all data 
updates, insertions, and deletions in backlog tables, which 
are populated using database triggers or replication 
features.  It also records all queries and contextual 
information in query logs.  Upon receiving an audit 
request, the system generates a list of suspicious queries.  
Using the query logs and backlog tables, the system can 
identify the user, time, purpose, recipient, and exact 
information disclosed for each query that has accessed the 
specified data.  Because it does not store read accesses, 
which constitute the bulk of database queries in any 
installation, this audit system requires dramatically less 
storage overhead.  Thus, it offers a practical solution that 
does not disrupt existing production systems.   

The integrity of any auditing system relies on the 
assurance that no administrators or privileged users will 
be able to modify the audit logs (query logs and backlog 
tables in the case of [26]).  Cryptographic techniques, 
such as one-way hashes, partial result authentication 
codes, and off-site digital notarization services have been 
proposed to detect tampering in audit logs [27].   
Serialized audit records with digital signatures have also 
been suggested to create “tamper evident” logs, while 
distributed log storage with write-once, read many 
hardware may deter or prevent audit log alterations [28]. 

As database systems acquire the capability to audit past 
access efficiently and securely, the law should require 
more accountability for enterprises that store personal 
information.  Currently, the Health Insurance Portability 
and Accountability Act (HIPAA) [7] requires health care 
organizations to account for only unlawful disclosures of 
personal information.  The Gramm-Leach-Bliley Act [8] 
does not specifically impose an auditing requirement on 
financial institutions.  The European Union Directive on 
Data Protection [3] requires member states to provide 
individuals with legal recourse to ensure compliance with 
privacy regulations, but does not outline specific auditing 
requirements.  By mandating increased accountability for 
access to personal information, data protection laws 
would further deter improper disclosures and encourage 
more effective means to investigate privacy breaches. 

3.2 Tracking Data Disclosures 

The audit systems described above track the queries that 
accessed a particular data item, but do not always identify 
who actually disclosed it.  Determining who accessed a 
specific data item may be very helpful in identifying 
potential sources of a breach, but the size of audit output 
may be very large for records that are frequently accessed.  
Hence, the audit may fail to isolate a user who properly 
accessed a sensitive data item, but wrongfully disclosed it.  
For example, suppose a doctor accesses a patient record 
under legitimate authorization and subsequently discloses 
the patient’s confidential test results in violation of policy.  
In this case, if many users have properly accessed the 
same test results, the system cannot determine the actual 
source of disclosure.  Thus, it would be desirable to rank 
audit output based upon the relative probability that each 
query resulted in the improper disclosure.  

Several novel methods are proposed in [29] to rank 
potential disclosure sources (i.e., queries) based upon 
their proximity to a suspicious database table.  These 
include a method based on information retrieval, another 
that uses statistical record linkage, and a third based on a 
probabilistic derivational model.  This research is still in 
progress, but it demonstrates useful approaches to ranking 
audit results. Although query ranking may not provide 
conclusive evidence of who is responsible for a wrongful 
disclosure, it can greatly assist in auditors in prioritizing 
an investigation of hundreds of potential sources.   

4. Processing 

4.1 Aggregation and Identification 

“Aggregation” is the gathering together of bits and pieces 
of information to form a more complete representation of 
a person [30], while “identification” involves attributing 
certain pieces of information to a particular person [31].  
Aggregation and identification provide many benefits, 
including personalization of consumer offerings, more 
accurate credit reporting [31], consolidation of electronic 
patient records [32], and improved intelligence gathering 
[33]. However, they also threaten individual privacy by 
making a composite record easily available to people that 
would not otherwise be able to locate and combine all of 
the information themselves.  In combination, these 
disparate pieces of information may reveal intimate 
details of one’s personal life, facilitate surveillance, 
provide incomplete or distorted identities, or carry 
stigmas [31].  Publicizing this information may even chill 
important political or social activity by revealing 
information that would better be kept anonymous.  Thus, 
creators of legal protections and technological solutions 
should endeavour to leverage the benefits of aggregation 
and identification without the attendant privacy burdens. 

Currently, there is much more effort toward developing 
aggregation and identification technologies than in 
designing legal protections to prevent abuses.  For 
instance, casinos use sophisticated identity resolution 



software to find potential cheaters and embezzlers [33].  
This software combines numerous value attributes to 
establish unique identities across data silos and attribute 
various personal information to those identities [34] [35].  
Identity resolution has also been used to create master 
indexes of medical records among distributed data 
sources [36].  Anonymous entity resolution technologies, 
which can link owner-maintained information through 
anonymous indices, are also available [37].  However, 
there have not been significant legal or market drivers for 
privacy-preserving entity resolution technologies to date. 

The U.S. legal system in particular has failed to keep pace 
with technological innovations in the aggregation and 
identification of personal data.  Private data brokers use 
using these technologies to construct digital dossiers of 
consumers using various pieces of privately and publicly 
available information [30].  At least five data brokers 
maintain data on almost all households in the U.S. [38].  
ChoicePoint, the largest U.S. data broker, holds more that 
19 billion records, including information on criminal 
histories, insurance claims, and DNA data [39].  Data 
brokers often make these dossiers available to businesses 
and government entities without providing notice to the 
data subjects or an opportunity to access the records.   

Unfortunately, data brokers in the United States are not 
regulated by the provisions of the Fair Credit Reporting 
Act (FCRA) [23] or the Privacy Act [24] that require 
notice to consumers, access to compiled records, and an 
opportunity to correct inaccuracies.  They are not subject 
to the FCRA because their offerings do not meet its 
definition of a “consumer report,” and they are not 
regulated by the Privacy Act because the aggregated data 
does not originate from the government and data brokers 
are not considered government contractors under the Act.   

A pending bill in the U.S. House of Representatives, 
entitled the Data Accountability and Trust Act (DATA) 
[40], would protect individuals from some of the threats 
of personal data aggregation.  Specifically, DATA would 
require private data brokers to (i) submit to Federal Trade 
Commission (FTC) audits of their information security 
practices following any privacy breach, (ii) provide 
consumers with at least annual access to their information 
and an opportunity to correct or dispute inaccuracies, and 
(iii) immediately notify the FTC and affected consumers 
of any breach of the security of their information. 

In addition, the U.S. Supreme Court has recognized that 
aggregation of public information may violate individual 
privacy rights.  The Court denied a request for disclosure 
of FBI rap sheets under the Freedom of Information Act 
(FOIA), notwithstanding that public information was used 
to compile the rap sheets [41].  Federal appellate courts 
have not applied this same standard to challenges of state 
Megan’s Laws, which entail aggregation and publication 
of information about convicted sex offenders, because 
they did not involve FOIA requests [42].  Thus, there is a 
conflict in U.S. courts regarding whether disclosure of 
aggregated information violates individual privacy rights. 

If enacted, the DATA bill would be a promising first step 
toward safeguarding Americans from the privacy threats 
of data aggregation and identification.  Still, legislators 
should take even further action to empower individual 
control over personal data, including limitations on the 
third parties to whom the data may be transferred, 
restrictions on the purposes for which the data may be 
disclosed, and outer bounds on personal records retention. 

Technology can play an important role by developing 
aggregation and identification methods that are resistant 
to malicious attack and preserve the privacy of data 
subjects.  Examples of such methods include anonymous 
entity resolution [37] and anonymous master person 
indices [32].  Research should also continue efforts to 
develop secure and efficient techniques of querying 
encrypted data [e.g., 43] and indexing, searching, and 
linking information over distributed, encrypted databases. 

4.2 Information Sharing 

Another source of privacy breach is information sharing.  
Enterprises may leak personal information by failing to 
enforce privacy policies and preferences after legitimate 
data transfers.  They may also inadvertently release 
personal information as a result of performing aggregate 
information sharing operations over multiple databases.  
The following scenarios provide examples of these 
problems and propose technological solutions. 

Enforcement After Data Transfer  Suppose a family 
practice doctor would like to share electronic health 
records with a cardiac specialist to whom she has referred 
a patient.  The HIPAA Privacy Rule allows the doctor to 
share these records for treatment purposes, but requires 
the specialist to comply with the original disclosure 
obligations of the doctor, including specific patient 
preferences.  Even assuming the specialist is trustworthy, 
she may later disclose certain information inadvertently if 
she is not aware of the patient’s unique preferences.  Her 
disclosure obligations become even more complex if the 
primary doctor resides in another state with privacy laws 
that are stricter than the baseline established by HIPAA. 

Some commentators have suggested that Congress 
address this problem by adopting a uniform set of 
healthcare privacy regulations that pre-empt even more 
restrictive state laws [44].  Ignoring the potential 
Constitutional issues with this approach, it is possible that 
technical innovations in policy enforcement could make 
federal pre-emption unnecessary.  

One alternative is to implement policy-based access 
controls, such as those described in [21] [22] above the 
primary care physician’s database.  The primary care 
doctor could provide the specialist with authorization to 
access the patient’s existing medical records and upload 
additional records via a web interface.  The specialist then 
accesses all information in accordance with enterprise 
policies and patient preferences.  Prior to uploading any 
of patient data, the specialist uploads his own privacy 



policy into the primary care database, including any more 
restrictive provisions of state law.  The policy engine then 
applies simple, conservative conflict resolution rules in 
simultaneously enforcing the policies of the specialist and 
the primary care doctor for any records generated by the 
specialist.   

An even better, but more complex, alternative would be to 
generate “sticky policies” [45] that transfer with the 
patient records as metadata.  The transferee must then be 
capable of applying the source disclosure policies to any 
information in its database.  Assuming that the entities 
have interoperable enforcement systems, sticky policies 
would be much more effective than traditional contractual 
provisions in ensuring that personal data is always 
processed in accordance with the patient’s expectations.    

Querying Multiple Data Sources  Another information 
sharing problem involves processing aggregate queries 
over autonomous data sources.  Suppose that a medical 
researcher would like to test a hypothesis concerning 
correlations between certain genetic expressions and 
adverse reactions to a new drug.  The researcher wants to 
query the databases of a local hospital and a gene bank to 
test his theory.  However, both entities are subject to strict 
privacy regulations and may not release any personally 
identifiable health information without patient consent.   

Under HIPAA, the entities would have to obtain patient 
consent or approval of their respective Institutional 
Review Boards (IRBs) to share the data sets necessary to 
conduct the research protocol.  To conduct this research in 
the European Union, the entities would likely need to 
obtain patient consent or approval of a national ethics 
committee prior to proceeding with the research.  
Accordingly, these laws may impede important medical 
research in the interest of protecting patient privacy.    

Minimal sharing technologies can promote the type of 
information sharing necessary for this research protocol 
without disclosing any personally identifiable data.  A 
commutative encryption methodology is demonstrated in 
[46] [47] that allows two or more autonomous entities to 
run queries across their databases in such a way that the 
results of the query are revealed, but no other data is 
exposed among the databases.  This methodology can be 
deployed on a web services infrastructure to compute a 
secure join over two autonomous data sets (in this case, 
the hospital and the gene bank) without revealing any 
patient identities or compromising the security of either 
data set.  Secure coprocessors can be used to compute 
secure joins across multiple sovereign databases [48].  
Encrypted data servers have also been employed to 
process such secure information sharing operations [49].  

These information sharing methodologies show how 
technology can reduce the need regulation in some areas.  
By implementing distributed access controls and sticky 
policies, affiliated enterprises can more easily enforce 
conflicting policy rules and laws across domains.  And by 
using secure co-processors, sovereign entities can 

compute queries securely across multiple databases, 
enabling epidemiological research, selective document 
sharing, and other information sharing operations.  Hence, 
technology can be employed to promote information flow 
and scientific discovery without increasing privacy risk. 

5. Publication 
There are many situations in which enterprises seek to 
publish sets or subsets of personal data.  For instance, the 
census bureau may publish aggregate statistics derived 
from questionnaire responses without disclosing about the 
identities of specific citizens.  Financial institutions may 
publish customer data to credit bureaus or affiliates that 
perform services on their behalf.  Medical institutions 
may provide patient health records to research institutions 
under an obligation of confidentiality or with specified 
identifiers removed.  Election bureaus may disclose voter 
registries or aggregate voting results within each district.   

In each case, there is a substantial public interest in 
disclosing the information, but disclosure poses some risk 
that private information may be revealed.  The increased 
availability of various public data sets and advanced 
analytic tools amplify the risk that private information 
may be revealed.  Data linkage attacks involve combining 
publicly known facts with publicly available data sets to 
re-identify data subjects.  For instance, a researcher in 
[50] combined the birth date, zip code, and gender of the 
governor of Massachusetts with a public voter registry 
and a de-identified medical database to reveal the 
governor’s private health records.  The potential to mount 
these types of linkage attacks calls for improved legal and 
technological protections for published information. 

Laws that allow publication of naively de-identified data 
are insufficient.  In a multi-dimensional world, subjects 
may be re-identified based on a variety of unique 
characteristics.  Data protection laws must therefore 
require increased standards for de-identification to 
remove any reasonable probability that sensitive records 
can be re-identified using publicly available information.   

De-identification techniques should be resistant to data 
linkage attacks, but robust for valuable data mining 
operations.  Methods that rely on data condensation, 
scrambling, or swapping may not provide accurate mining 
results because the data is not entirely truthful.  A method 
known as k-anonymity [50] [51] attempts to strike a 
workable balance between these two objectives.    In a k-
anonymized data set, each record is indistinguishable 
from at least k - 1 other records.  The process of k-
anonymization involves data suppression (deleting cell 
values or entire records) and cell-value generalization 
(replacing specific values with more general ones).  
Larger values of k provide greater privacy protection.  A 
simple greedy approximation algorithm is proposed in 
[52] to k-anonymize data along multiple dimensions.  In 
addition, a process called l-diversity is introduced in [53] 
to protect k-anonymized data sets against attacks that use 
background knowledge to re-identify data subjects. 



Because even simple restrictions of optimized k-
anonymity are computationally intractable, an optimal 
method is proposed in [54] to handle the combinatorics of 
the problem. “The resulting algorithm finds optimal k-
anonymizations under two representative cost measures 
and wide range of k. . . . The algorithm can produce good 
anonymizations in circumstances where the input data or 
input parameters preclude finding an optimal solution in a 
reasonable amount of time” [54].  This de-identification 
method produces useful data sets that preserve individual 
privacy, but retain their integrity for analytical purposes. 

Analyzing published data sets provides immense benefits 
to research, so simply disallowing their publication is not 
desirable.  Governments should instead enact laws that 
control for the risk of linkage attacks by requiring robust 
de-identification techniques, rather than naïve scrubbing 
of identifiers 

6. Retention 
Another element of privacy protection concerns the 
retention of personal information.  As electronic data 
storage becomes more available and less expensive, 
enterprises can store increasing amounts of information 
for longer periods of time.  Sensitive data is also moving 
to inexpensive personal devices such as memory keys, 
portable disks, and smart cards.  This growing amount of 
stored data in distributed locations increases the risk of 
improper information disclosure.  Therefore, it is vital to 
secure these storage devices and retain data pursuant to 
legal requirements and data subject preferences.   

Law and technology should play critical roles in 
preserving the privacy of retained data.  The law should 
define how long particular data must be retained, the 
purposes for which it may be retained, and the required 
security of the information during retention.  On the 
technology side, data retention policies should be 
designed to govern the storage of all personal 
information.  These policies should resolve conflicts 
between legal jurisdictions, retention purposes, and data 
subject preferences.  At the end of the retention period, 
storage systems should be able to remove expired data 
and forget any persistent data that would allow recreation.  
Research has explored data lifecycle management and 
enforcement of retention policies in storage systems [55] 
[56].  Storage devices must also be secure from data 
contamination, unintended loss, and leakage.  Methods of 
embedding encryption into microprocessors have recently 
been proposed to secure data on mobile devices [57].  

7. Conclusion 
We have demonstrated how law and technology can work 
in concert to protect individual privacy rights, while 
maximizing the value gained from available information.    

Laws can prevent technology-enabled privacy abuses, 
such as intrusive surveillance or attribution of sensitive 
information to uniquely identifiable individuals.  

Technologists can develop innovations, such as privacy-
preserving data mining, that deliver significant value with 
much lower privacy risks.  Technology can even obviate 
the need for overly-restrictive laws, such as categorical 
prohibitions of data processing, if information systems are 
built with sufficient privacy protections.  Advances in 
technology, such as disclosure auditing and remote data 
access capabilities, can also make feasible certain 
regulations that may strengthen privacy protections.    

Therefore, lawmakers must stay informed about the state 
of technology as they endeavour to strike a balance 
between protecting individual privacy and fostering 
valuable and productive uses of available data.  
Technologists, on the other hand, must understand the 
implications of their inventions and take responsibility for 
their consequence.  They should also engage in dialogue 
with policy makers and develop minimally intrusive, 
privacy-preserving methods of collecting, analyzing, 
sharing, and storing personal information.  
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